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ABSTRACT

Apiculture is the practice of bee-keeping for products and services — such as honey,
beeswax, pollen, bee venom, propolis, royal jelly, and pollination, etc. — under natural
ecosystems on a large scale. World over, farmers adopt beekeeping as a primary
(farming) activity or an additional income-generating option. An estimated 90 million
honey bee colonies produced around 1.9 million tons of honey globally in 2020. More
than 12 million honey bee colonies were functional for bee farming in India in 2020,
producing around 0.07 million tons of honey.

While beekeeping is ecologically and economically beneficial, it faces severe chal-
lenges due to inefficient management practices adopted by farmers and policymakers.
For instance, poor migratory practices, poor management of colony and bee boxes,
product adulteration, lower awareness about product quality, poor quality norms and
standards, etc., have adversely impacted the productivity of the entire beekeeping sec-
tor in India. In this thesis, we adopt a systematic approach to address operational,
economic, and policy issues critical to enhancing beekeeping’s productivity.

Capacity Building Through Migration: In commercial beekeeping, migration
refers to the temporary relocation of bee boxes to places having suitable flora to sustain
beehives and increase bee strength and colony productivity. One of the critical features
of migration is that the productivity of beekeeping in subsequent seasons depends
on the efficiency of the current season’s migratory practices. However, the cost of
migration, inefficient colony management, and poor migratory practices typically offset
the said advantages. In our first study, we develop an inter-temporal analytical model
and address the challenges in migratory beekeeping operations by characterizing the

associated stochastic settings. We investigate whether it is profitable for a beekeeper to
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migrate bee boxes and provide insights into how a small beekeeper’s strategy is distinct
from that of a large beekeeper. Our model would provide guidelines for beekeepers to
enhance the efficiency of beekeeping by adopting appropriate migration strategies.

Designing Market Participation Strategy: Beekeeping can potentially im-
prove the livelihood of marginal farmers and economically weaker classes. Firms en-
gage economically weaker classes in joint-value production of scarce varieties of honey
and associated value-added products and serve the product to the poor and the af-
fording consumers. While most such firms have exhibited impressive growth over time,
their growth trajectory gets dampened due to limited supply capacity and resource
constraints. Appropriately managing the trade-offs between serving the poor and en-
hancing profitability by providing suitable value-added products to consumers in urban
markets often benefit the firm in the long run. Using a product line design framework in
our second study, we capture the associated trade-offs and obtain insights into efficient
profit generation and capacity allocation strategies. Our model would be helpful to
firms in improving their profitability by efficiently designing product lines and serving
the bottom of the pyramid.

Policy-making Under Quality Alteration: Quality alteration refers to the ar-
tificial modification of product characteristics to attain economic benefits. In food
products, such as honey, quality alteration results in the consumption of low-quality
products by consumers that are particularly unaware of appropriate product quality
norms. In our third study, we develop a game-theoretic model to characterize the im-
plications of quality norms designed by policymakers and the response strategies firms
adopt. Our approach is based on the social cost minimization theory, where policy-
makers do not maximize social welfare but rather alleviate the worst-case performance.
With the explicit consideration of social cost due to quality alteration, we show that

as the consumer’s willingness to pay for the supply quality increases, quality alter-
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ation reduces when policy standards are relaxed and vice versa. We also show that
welfare-maximizing policymakers always prefer a stringent policy norm which may in-
duce firms to excessively process the honey, thereby reducing its medicinal value and
usefulness. Our study would provide a framework for policymakers that restraints
firms from selling low-quality honey without quality alteration, thereby improving the
industry’s performance.

In this thesis, we address three prominent issues in this sector: production, market
participation, and policy design. The results of our studies can be helpful to all the
stakeholders in the beekeeping sector, specifically government and policymakers, farm-
ers, commercial beekeepers, for-profit firms, non-governmental organizations (NGOs),

and other allied industries that directly or indirectly depend upon beekeeping products.
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Chapter 5

Conclusion and Future Research

How artificial intelligence and technological advancement will transform humankind
might be debatable, but the future of our planet unarguably depends on bees and
natural pollinators. It is natural to ponder why and how so? Albert Einstein, one of
the greatest physicists of all time, stated, “we would have no more than four years to
live if bees disappear from the surface of the earth.”

In our dissertation, our objective was two-fold. Firstly, we tried to understand
and highlight the critical operational and supply chain issues in the beekeeping and
honey industries that were ignored in the operations literature. Secondly, we tried
to address this sector’s three prominent issues: production, market participation, and
policy design.

In our first study, we looked at the production and capacity-building strategy and
decisions by the farmers and commercial beekeepers through the migration of bee
boxes. We considered stochasticity in productivity and provided insights into the
optimal decision-making strategies of the farmers and beekeepers. We also captured
and analyzed the risk averseness of the farmers and beekeepers in our study.

In our second study, we tried to address firm-level issues. In beekeeping, firms
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usually train marginal farmers and create awareness about the positive benefits of bee-
keeping along with farming. Through this, they create a network society of beekeepers
and simultaneously improve supply capacity and profitability by involving them in co-
production. Therefore, we addressed market participation challenges from the perspec-
tive of such firms. We considered product quality perception of high-quality products
served by the firm to the high-value consumers and supply capacity limitations. We
provided meaningful insights on the optimal strategies adopted by the firm to enhance
its profitability by serving the product to the afforded and low-value consumers.

Our third study looked at the critical issue of quality alteration prevalent in the
food industries, specifically the honey industry. We tried to address the macro level
issue of voluntary quality alteration by the firms and policy level implications of it.
We developed a game-theoretic model to characterize the implications of quality norms
designed by policymakers and the response strategies adopted by firms.

The results of our studies can be advantageous to all the stakeholders in the beekeep-
ing sector, specifically government and policymakers, farmers, commercial beekeepers,
for-profit firms, non-governmental organizations (NGOs), and other allied industries
that directly or indirectly depend upon beckeeping products.

We briefly summarize the relevance of our studies for the key stakeholders. The gov-
ernments and policymakers can use significant insights obtained in each study through
policy interventions: (i) to improve the farmers’ income, which is aligned with the
government’s vision to double the farmers’ income by the year 2023, (ii) to provide a
consistent source of livelihood to the tribal and marginal farmers, (iii) to prevent qual-
ity alteration of honey by the firms that can severely impact consumers health, and
(iv) to monitor and launch several schemes and initiatives which can have a beneficial
impact on beekeeping sector.

Firms can use our insights: (i) to improve yield by establishing joint-production-
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based honey supply chains, (ii) to improve product quality through technological inter-
ventions such as traceability, (iii) to enhance their profitability by improving product
perception and supply capacity through joint-value production by engaging marginal
and poor farmers, and (iv) to overall invest in commercial beekeepers and alleviate the
overall operations and supply chain issues.

Commercial beekeepers can use insights from our thesis to enhance their profitabil-
ity and productivity. NGOs and other farming welfare societies can use our insights
to engage the bottom of the pyramid in co-production. Other allied sectors and firms,
such as cosmetics, hospitality, horticulture, etc., that indirectly depend upon beekeep-
ing may also benefit from the insights. In the following section 5.1, we present the

future directions and scope of our work.

5.1 Future Research

Though we tried to address critical challenges in the beekeeping sector in our disserta-
tion, significant unaddressed challenges lay the foundation as opportunities for future
research. We mention a few of them as follows:

We observed from our field study that the precise mapping of the floral resource
is necessary for migratory beekeeping. Obsolete floral mapping charts provided by
the government agencies associated with beekeeping need re-mapping. A suitable mi-
gratory route needs to be scheduled with the help of appropriate operations research
techniques such as heuristics and routing models.

Though pollination is beneficial for higher farm production, which can address the
food shortage issue, beekeepers in India are reluctant to consider pollination services.
On the other hand, the government, through its strategic policies such as the ’sweet

revolution,” focuses on higher honey production, and beekeepers stress the bees for
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multiple honey extractions. Therefore, not only does the quality of honey decline, but
bees’ strength also reduces. While honey production improves farmers’ income and
migration improves bee productivity, pollination improves farm production. Therefore,
there is a clear trade-off between pollination, honey production, and migration, which
we take up as future research to design policies that can resolve the trade-offs and
improve the beekeeping sector.

Government agencies and policymakers must focus on many serious problems, such
as quality adulteration. Most firms and beekeepers alter the honey quality for economic
gains. However, the real problem arises when a firm voluntarily alters the honey quality
(e.g., improves the perceived quality) when it receives altered or poor-quality honey
from the producers. Similarly, few beekeepers voluntarily alter the honey quality (e.g.,
dilute the honey with fructose syrup) to match with other beekeepers as the price
for the honey is known in the wholesale market. Therefore, a firm’s action of quality
alteration induces farmers and beekeepers to alter the quality of raw honey supplied.
As the honey production process is inter-temporal, the other players’ actions in the
previous cycle determine the quality output realized in the current cycle. We observe
an inherent repeated moral hazard issue among the producers. Therefore a suitable
mechanism must be developed to prevent quality adulteration and improve the supply
chain.

We also observed from our field study that beekeepers and budding entrepreneurs
in commercial beekeeping could not create a market for by-products such as beeswax,
pollen, propolis, and bee venom. Various industries, such as cosmetics, depend upon
bee wax as a primary constituent in their products. Similarly, pollens are rich sources
of proteins, but the lack of market significantly decreases the value proposition of such
by-products.

Climate change is real, and crops, together with birds, bees, and other farm-friendly
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insects, are adapting to climate change. However, understanding the magnitude of the
adaptation globally needs researchers’ attention. It is not incorrect to link bee colony
collapse to climate change and productivity losses. We can address such issues that
will benefit beekeeping and other similar sectors.

As we discuss these critical challenges, many other significant issues still need to
be identified. We can systematically address all these operational, economic, and
policy issues in beekeeping to lay the foundation of solid business opportunities in the

beekeeping sector and improve the income of all beekeepers and farmers.
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Appendix A

Proofs of Study 1

A.1 Proofs of Proposition

Proof. Proof of Proposition 2.1.

From (2.1), it is noted that the beekeeper’s objective function is concave in z, and
the optimization problem max, > is a convex program. The KKT first order condition
(FOC) is necessary and sufficient to demonstrate optimality of a solution. The KKT

satisfies the

0
FOC is described as 0my/0zs = 0, suggesting that z; = kg, + 21 — 5
CO

FOC condition. The constraint x5 > 0 implies that 2%(x,,) as described in (2.4) is

indeed optimal. O

A.2 Theorem 1

Proof. Proof of Theorem 2.1. From (2.5), it is noted that the beekeeper’s objective
function is concave in x,,, and the optimization problem max,, > is a convex pro-
gram. The KKT first order condition (FOC) is necessary and sufficient to demonstrate

optimality of a solution. Solving for Scenario 1 and 2 and then comparing the results:
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A.2.1 Scenario 1

Ty > Ty 0 PP maxy, >0 (T, 05(20);21), st (D) 2m < 2m <aq, (i) 0 <2y <

i . The KKT FOC is described as 0m/0z,, = 0

__ Okgpy — 1+ 20011 "
suggesting that z,, = Bp;( f_l + ) ST satisfies the FOC condition for (2.5.2.1).
CO Cm

The constraint from (2.5.2.1) gives the bounds on z; defined as follows:

x1 when 2% (z,,) = (kgzm + x1) —

0 (Co+cm) — Co kg (0kg po, — p1) - 0kg pp, — D1

T = 260(500 T Cm) ) 12 2%, )
e D1 = Oks py, s 2
13 2%, ) 14 %,
0
= . Al
L15 28¢c, ( )

A.2.2 Scenario 2

T < Tm 0 PP maz,, >0 T (X, 25 (2m);21), st (1) 0 < 2 <@, (i) 2 < a1,

(iii) £ > 0 when x¥(x,) = 0. The KKT FOC is described as dm/0z,, = 0
(0kgpa — p1) + 2¢,x1(1 — kp)
2(0k3co + o+ Cm)
(2.5.2.2). The constraint from (2.5.2.2) gives the bounds on z; defined as follows:

satisfies the FOC condition for

suggesting that x,, =

N 0(5kfco + co+ ) — cokp(Okpps — 1) o Skg ps — p1
2 2¢4(Bco + Cm) rTRT (0kgBc, + cm)’
P — 5k5 D2
_ . _ A2
T23 9 (5/€5ﬂco T C'm>’ T4 = T14 ( )

We obtain Theorem 2.1 on comparing these two scenario’s in terms of migration and

box selling strategy. O
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A.3 Proposition 2

Proof. Proof of Proposition 2.2. On comparing the x;; from scenario 1 and scenario 2

we get bounds on 0 defined as follows:

o= pL—0 512:191—(9/5)- 5= b1
kape, ’ kape, kspe,’
Pt (ecm)/(ﬁCO)‘ _p1 o+ (00m)/(00), D
514 - ; 615 — 3 521 ;
kapy, kspy, kapo
pr A+ (Oen)/(co) _ Bp—0
e S E % = (5 — ) (A3)

Comparing all z;; and simplifying, we obtain the following results:
i 17 — 213 >0 = (04 dkgpy, — p1) > 0, which holds true for, § > dy4

ii. 214 — 211 >0 = (0 + dkgpy, — p1) > 0, which holds true for, § > d1;

Oc,,

Beo

15 — T11 Z 0 true for 6 2 514

i, T19 — 211 > 0 =

+ p1 < 0kgps,,which holds true for, 6 > d14. Similarly

iv. x14 —x13 > 0 = (0 + dkgps, — p1) > 0, which holds true for, § > d61;. Also
T15 é T14 for all §.

Oc
V. 1'12—1'1420: i

+ p1 < dkgpsp,, which holds true for, § > d15.

0

HBCW + p1 < dkgpy,, which holds true for, 6 > d4.
Co

Vil. 219 — 213 > 0 = 0kgpy, > p1, which holds true for 6 > d;3

vi. X719 — T > 0 =

viii. 15 — 213 > 0 = 0kgfBpy, > Bp1 — ¢, which holds true for 6 > 9,2
iX. @91 — x93 >0 = (0 + dkgps, — p1) > 0, holds true for § > dy;.

X. Xgg — T3 > 0 == (dkgpa — p1) > 0, holds true for § > dy;.
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Cm

Xi. Xop — Toe > 0 — + p1 < dkapy,, which holds true for, 6 < d4.

Co
xil. @y — x4 > 0 = (0 + dkgpy, — p1) > 0, holds true for 6 > ;3. Similarly

T14 — Loz > 0 true for 6 > 445

P + QCm
kﬁpbl - k%& Co(kﬁ’pbl - k%@)

xiii. To1 — T14 > 0 = > 0, holds true for o > (522.

Xiv. Tr11 — T21 = O, therefore, T21 = X11.

Cm

XV. To1 — X129 > 0 =

+ p1 < dkgpy,, which holds true for, § < d14. Similar

o

result holds for x9; — 13 > 0.

Xvi. T9; — x13 > 0, holds true for > d1;. Same results holds for x13 — x93 > 0 and

11 — Toz > 0.

xvil. @15 — 293 > 0 = 0dkgpy, > p1, which holds true for 6 > d;3

6(1 — 0kg) — Bp1 + Skfp2
2coﬁ<1 - (Skﬁ)

xviil. T15 — x93 > 0 = , which on simplification, holds true

for ¢ > 523

In order to sequence d;; we compare each ¢ from both the scenarios:

1. 512—511 :% = >0
0(p2 — Bp1)

. 0o — 012 = — >0 zfﬁgzﬁ
P

ks
iii. 012 — 093 , here since numerator of both are equal, simply comparing denominator

we get kﬁ(ﬁpg — Q) — ﬁkﬁpbl = I{%H = 019 > 523

: ks(po, —p1) +6

iv. 03— 011 =

P ke, (ks(Bpa — 6))
Oc,,

V. 514—513:m — >0
ol’by

= >0

153



fc,,

vi. 515—514: — >0
ﬂplnco
k20(p1c, + Oc,y,
vii. 522—515: B (pl ) = >0
Co
0

Hence, we get two sequences of d;; on the basis of 3:
® 011 <023 <012 <091 <013 < 01y <015 < bap ifB < P2
P1

o 011 < g3 < g1 < 019 < 13 < 01g < 15 < 099 otherwise.

O

Evaluating all possible strategies for the beekeeper based on d;; and z;; and using Theorem 2.1

(considering sequence 1 of ¢;;, when § < ]Z;—i)

i. For § < d11:

* = zy = ws(ay, =0) xy = zs(2y, = Tp)
T |
t t t ] t ] t
Z12 T22 « Z15 T4 T11  T13 T23
33777,_0 IE* :O SC* _CE\
m m — Ym
ii. For §11 <6 < das:
¥ =0 I: =0 Z‘: = xs(xm = xm)
S
f f f T f T f
T12 T22 0 T15 T23 Z13 T11 T14
m = * s *
T, = Tm Ty, = Tm
ili. For 523 <6 < d19:
zg =0 ;=0 rl = zo(25, = Tm)
I I I 1 I 1 I
T12 T22 T23 T15 T13 T11 T14
zr =0
m *x * —
L = Tm 2% Tm

iv. For 012 < 6 < do1:
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Gk * * Fe
2F =0 zi=0 xh=xs(T), = Tm)
t t t ] t ] t
Z12 Toz2 0 23 Z13 T15 T11 T14
xm - * T *
Ty, = Tm Ty, = Tm
v. For dy1 <6 < d13:
* * *
2t =0 x¥=0 i =xs(xl, = Tm)
f f f T f T f
12 €23 €L22 £r13 Z15 Z11 L14
x'm T1 * __ *
T =T Th =T,
vi. For §13 <8 < d14:
* * * Fon
mt =0 LTg = 0 Ty = $S(w7rb - a:””)
t t t T t T t
T23 T13 T12 T22 T15 T11 T14
Ty = 21 * —~ * -
Ty =Tm Ty, =Tm
vii. For §14 <6< (5151
x_ xt =x(xk, = 1) zt =xi(zr, = T,)
T |
t t t ] t ] t
Z23 13 . 11 Z15 Z22 Z12 T14
Ty = T1 * * —
Ty, = 21 Ly = T
viii.  For 015 < § < 099:
X _( af =gk, = x1) xt =xs(2k, = ZTm)
xs |
f f f T f f T
T23 T13 T11 T15 T22 T14 T12
Ty = 21 * % —
Ty, = T1 Ty = T
. o1
ix. Fordy <d< mln{k—, 1}:
B
* * * * Fon
1;’: =0 Ty = Z'S(J}m .7)1) | Ts = Z‘S('x'm - 'x’m)
f f f T f f T
Z23 13 . Z11 Z15 X14 Z22 Z12
Ly =21 * * o
), =] Ty = Tm
.. D2
We get the similar results from the sequence of 9;;, when 3 > —=. From above
' Y41

comparisons, we observe and define unique optimal solutions as follows:
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i. Ford < 511I

w0 men =0 el sl = 5)
wr =0 T wh =0 B g g

ii. For 511 <iH< (5212

zt=0 | i =0 | xt=wxs(xr, = Tm)
23 —~ 11 —~

* * x

xy, =0 T =T Ty = T,

iii. For 521 < o< 6142

* * * * g
i =0 | xi=0 | rt=xs(x), = Tpm,)
T929 —~ T11 —
* * *
Ty =11 Tt =, Ty, = Ty,

1
iv. For d;4 <6< min{k—, 1}:
B

x * *x ko x o =
:Es - O Is = Ts (xm xl) xs - C["S(I’rn I‘m)
| |
T15 T12 —~
ko ko *
Ty, = T1 Xy, = T1 T, = Tm
This proves our Proposition 2.2. O

A.4 Proposition 3

Proof. Proof of Proposition 2.3.
Since there is no change in the profit function of beekeeper in period 2 under

uncertainty, from (2.1), we note that the beekeeper’s objective function is concave in
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x5, and the optimization problem max,, > is a convex program. The KKT first order

condition (FOC) is necessary and sufficient to demonstrate optimality of a solution.

The KKT FOC is described as 0my/0x, = 0, suggesting that =, = kgx,, + 1 — P
Co

where € (8, () satisfies the FOC condition. The constraint xy; > 0 gives the

thresholds a2t and x5,

and implies that x¥“(z,,) as described in (2.13) is indeed

optimal. O

A.5 Theorem 2

Proof. Proof of Theorem 2.2. From (2.16), it is noted that the beekeeper’s objective
function is concave in x,,, and the optimization problem max,, > is a convex program.
The KKT first order condition (FOC) is necessary and sufficient to demonstrate opti-
mality of a solution. Solving for Scenario 1, 2 and 3 as obtained from Proposition 2.3

and then comparing the results:

A.5.1 Scenario 1

When z,, > :r_f,{ : The beekeeper sells the box in both, low and high pollen content.

The beekeeper’s problem in period 1 is:

P g B o 3o, 6ua) ) = (o5 + 7203 )
" (A4)
+(1—v) (m (X (Br)) + dma (2 (2, Bh))
st (1) @y, > xﬂ, (il) @, < 29, (iii) x;/fﬁ >0, (iv) x_ff,i <z, and (V) 2, > 0.
The KKT FOC is described as Orn}/dxr,, = 0 suggesting that
e = (ks >2p(b1 +p 1—;_ ST satisfies the FOC condition for beekeeper’s first
Co + Cm

period problem in scenario 1.
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where E(kg) = vkg, + (1 — v)kg,. The constraint from (A.4) gives the bounds on

Ty defined as follows:

0 (co+cm) — co kg (0E(kg) po, — p1). s OE(kg) pp, — p1

= 2Co(ﬁlco + Cm) , e 2cm ’
u b — 5E(kﬁ) Py, u 0
13 = 2¢, ! 14T 200;
0
w_ 0 A5
15 2Bicy’ (A.5)

A.5.2 Scenario 2

When :r_f,{b < Ty < a:_f,g : The beekeeper sells the box only when high pollen content is
realized and does not sell when low pollen content is realized. The beekeeper’s problem

in period 1 is:

P max E(qu(fﬁm, x:(xmvﬁl,h,)) = V<7T1(Im(5l)) + omay(a; = 0)
Tm> (A.6)

+1= ) (Ml (Bh) + dmale o )

st (1) 2 < <2ty (i) @ <y, (i) 2 >0, (iv) 2y <y, and (v) 2, > 0.

The KKT FOC is described as Orn}/dx, = 0 suggesting that
—~ vk 1—v)k — 2¢ox1(1 — vok
Ty = (Ve p2 +( V)kg,Po) — p1+ 20071 voks) satisfies the FOC condition
2 (vokg,Bico + co + Cm)

for beekeeper’s first period problem in scenario 2.
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The constraint from (A.6) gives the bounds on z7; defined as follows:

o 0 (co+ cm +0cE(KZ)) — ¢ kg, (OE(kg) p2 — p1)
2 2¢,(Bnco + Cm — v0Cokp (ks, — kg,)) ’
P 5(Vkﬁl P2 + (1 B V)kﬁh,pln) — D1
23 2 (w?l%ﬁlco + Cm) ’
¢ = b1 — 5(Vk5l P2 + (1 B V)kﬁhpbl),
2 2¢,(1 — vok3) ’
R 0 .
T4 = 2¢,’
0

u
Tos = ;
% 2606117

where x5, =z} (A.7)

A.5.3 Scenario 3

When z,, < x_frﬁ : The beekeeper does not sell boxes in both high and low types of

pollen content. The beekeeper’s problem in period 1 is:

Tm >0

P! : max E(W}‘(xm,x:(xmﬁl.h)) = V<7T1(£Um(5l)) + dma (2 = 0)

(A.8)
+(1—v) (Wl(a:m(ﬁh)) + dmy(xk = O)
st (1) 2, < :z:_ﬁ;l, (i) z, < 21, (iii) x_f,f >0, and (iv) z,, > 0.
The KKT FOC is described as Ornf/dx,, = 0 suggesting that
= E — 2 1 —90E
Tl = OE(ks)p>_— p1 ;L CoT1 OE(Ks)) satisfies the FOC condition for bee-
2 (6cB(k3) +co +cm)

keeper’s first period problem in scenario 3.

The constraint from (A.8) gives the bounds on z7; defined as follows:

u u u 5p2E(k ) - pl U pl B 5p2]E(k ) U
T31 = Tog; T3 = o ; = o

27 Olem + 0cB(kg)) 3 2¢,(1—0E(kp)) M 2¢,

(A.9)

We obtain Theorem 2.2 on comparing these three scenario’s in terms of migration and
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box selling strategy under uncertainty. O

A.6 Proposition 4

Proof. Proof of Proposition 2.4. On comparing the z;; in scenario 1, 2 and 3, we get
the bounds on ¢ defined as follows:
Comparing all z;;, simplifying and defining J;;« for comparison and sequencing, we

obtain the following results:

i 2 —af3 >0 = (0+E(kg)py, —p1) > 0, which holds true for, § > 4},. Similar

condition holds true for =¥, — z{, > 0, %, — 2{3 > 0.
. 2y —x13>0 = 0 — Bip1 + 0py, FE(ks) > 0, which holds true for § > 6i5.

iii. 2ty — 2y >0 = p1fico + ey > dpy, cofiE(kg), which holds true for § > 6f,.

Similar condition holds true for z{; — z{, > 0, and z{; — 2z}, > 0, =%, — z§; > 0.
iv. iy —aty >0 = Ipp,coE(kg) > p1, which holds true for 6 > §.
v. a2ty — 2t > 0 for all values of 5 and ¢. Similarly z}, — 2% > 0 holds true always.
vi. afy — 2ty >0 = bc,, — O0pp, ¢ E(kg) + pic, < 0, which holds true for § > §%;.

vil. aly —al >0 = (0+0E(kg)ps, —p1) > 0, which holds true for § > 6f,. Similar
results hold true for x§, — 2%, > 0, 2%, — 24§, > 0, 24, — x4, > 0, 24, — z§, > 0,
Tyy — Ty = 0, 25y — 253 > 0, 25 — 254 > 0, and 27, — 253 > 0.

viil. @by — a2k >0 = (8(py, E(ks) + kg, (vkap2 + (1 — v)kg,pr,)) > p1By — 6, which
is true for 6 > 43;.

ix. @y —ahy >0 = 6(Vkgpa+ (1 —v)kg,py,)(Co+ cm + vk, ) > 0, ignoring the

negative root, this condition holds true for § > 45,.

160



x. ayy —ay5 >0 = (0py,E(kg) — p1))coks Brn > (Oco(ks, — kg,) + Ocmks,, which

holds true for the condition 6 > d3,.

xi. ayy—x} >0 = 6(E(ks) po, —vk3,0) > pico+0cy,, which holds true for § > 64

fc,,

xii. a4y — by > 0 = 0(E(ksB) + vpoks, (ks, — ks)) > p1Sy + ——, which holds

(]

true for 6 > 035. Similar result holds true for x4, — 25, > 0, x4, — 24, > 0, and

xiil. a4y — 24y >0 = (0p2E(kg) — p1) > 0, which holds true for § > 6%,.

Cm

xiv. aty — a4y >0 = 6(E(ksf)ps, — p2E(k3)) > p1 + , which holds true for

o

5> 8L,

Based on above comparisons, we define the bounds of d;; as follows:

St — pr— 0 . su — b1 — (9/51)'

U E(ks) po, | 2 E(ks) po,
fc,,
5u _ P1 . 5u :pl—i_(ﬂlCO).
1 E(k5> pbl’ H ]E(kﬁ) Py, ’
fc,,

50 :p1+(co), s _ 01Bn — 0 .
P E(ks) pr, 2V poE(kg) + kg, (vkgp2 + (1 — v)kg,py, )’
5u — D1 . 5u _ plﬁh + 9<Cm/co) .

2 vkgpo + (1= v)kg,pe, 2 po,E(ksp) + vpaks, (ks, — kg,)’
QCo(kgh — kﬁ + Qkaﬁ 0 m
P+ ( ckl)ﬁ *) P1+(C)
034 = —— ;O = - 2
pblE(k,B) E(kﬁ) Dby — l/kﬁle
D1 p1 + (Bcm)/(co)
U E(kg) po 2 E(ksfB)ps, — p2E(K3) (4.10)

In order to sequence d;j«, we compare each 0 defined in (A.10).
i. We observe that, 0¥ < ¥y < iy <Yy < 0t < 404, Also, 04 < di.
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ii. We observe that, 65, < d}4. Also, 055 < 635 and 03, < 05, < 05,.

1/91%

E(ks)pe, (VEsp2 + (1 — v)ks, pb, )
larly 6%, < d3,.

iii. d0fy — % = = > 0, therefore 05, < 6. Simi-

Based on comparisons the sequence of d;; is describe as follows:
® Oy <07y <03 <05 <05y S0y <05 < 07y S 0f5 < 035 < 05 < 0y

Evaluating all possible strategies for the beekeeper based on ¢;% and x7; and using

Theorem 2.2. Simplifying as in A.3 we obtain as follows:

i. For 0 <dfy:

*U *1U U —
=0 ' =xs(x =0 wu _ *u _
s s -5( m ) | xs = xs(xm = (L'm)
1 1
U u
*U x kU T —
Ty, = 0 14 Ty = 0 13 x:n = x:lrtn

i, For 6% <0 < 0%

*U *U
3t =0 gt =0

*U xu _ U _ *u _
xs - J"S<mm mm) | xs - xs(xm ‘T'm)
1 1 1
u U u
U T — T — x —
x =0 *33 == 31 * 11 * _
iii. For 0% <9 < d%5:
*U *U — —
75" =0 vt =0 o= an(at = o) | el = (el = 3
1 1 1
u u
U T = T31 e L11 jotry
Ty =T 32 L — 3 xr, = 1Y T, =z
m m
iv. For 643 <6 < diy:
*U *U Eo —
=" =0 mmnE = n) e =) | et =l =)
I I I
u u u
KU X *U X — X —
Tl = X1 25 T =11 23 7;:;1 _ x;ln 11 T:n _ Tum
u 3 1
v. For 0 < < min{l, ———}:
14 9 E(kﬁ)
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=0 mEE = n) et =m) | et =l = 3)
1 1 1
*U ZL'55 AU fL'lll‘5 * IL'qiLQ e
T T T, I T, T x;‘% — xum
This proves our Proposition 2.4. (I

A.7 Theorem 3

Proof. Proof of Theorem 2.3. From the results of Proposition 2.2, (i) we solve bee-
keeper’s optimization problem described in (2.21) in each scenario, (ii) obtain each
region’s optimal solution, and (iv) compare it with the constraints in each region to
obtain thresholds to describe the optimal number of bee boxes. For brevity we write

the proof of first scenario, other proofs are derived similarly.

i. Ford < 5111
R11 i} R<12* i} RI3
Qfs:() | Ty = Ts Im:O) | Ty = Ts xm:.ilfm)
T14 13 —~
* J— * *
xy, =0 xy, =0 = Tn,

1 The beckeeper’s problem in R11 (region 1 scenario 1) is described as:

Pp max(m(xj‘n(xl) =0,2%(2q) = 0))

x1>0

s.t. (1) I S 14, (11) ) S (511, (111) I 2 0

2 The beekeeper’s problem in R12 (region 2 scenario 1) is described as:

Pl max(mi (a3, (1) = 0, a3(w1) = 2a(w (1) = 0))

s.t. (1) Ty < 21 < T3, (ll) ) < 5117 (lll) 1 >0
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3 The beekeeper’s problem in R13 (region 3 scenario 1) is described as:

Py, max(my (o, (21) = Tm, 25(11) = 2a(27,(21) = Tm))
€r1=

s.t. (1) T Z 13, (11) 5 S (511, (111) I 2 0

We observe that the beekeeper’s objective function in each region is concave in x; and

the optimization problem max,,>¢ is a convex program. From the KKT FOC which is

d0ps —cp + P 9;2:191 —Cy + Opy,
2,(1 +6) 1 26, ’

respectively. Similarly 21, 2%, and z§

described as Or%, (z1) /Ox; = 0, we obtain xA% =

CmpP1 + 5pb1(/800 + Cm) B Cb(co + Cm)
2¢oCm

and z3 =
are obtained from solving optimization problems in scenario 2, 3 and 4. The constraints

from each region in each scenario gives the bounds on 5;1“ described as follows:

5t = gl T o —p
1 ) 2 = ;
5]%1 Db,
(551 = u 582 — ecm + Cb(ﬁco + Cm) - Cmpl.
py 1 o (B%Co + Cm) ;
s2 — Cb . 653 — Cm(Cb - pl) .
2 kg, + B(p2 — p1)’ Y enpe + Beo(Bpr — kgay)’
s G sa_ G — D1
523 = 5 (51 = —
Bp2 Db,
s4 ecm + ﬁcocb p1— 9
B Pem, =
0. bl bl
p1—(0/8 D
by 5

Comparing all (5;7’“, simplifying and defining p{ from the comparison and sequencing,

we obtain the following results:

i. 01— 81 >0 = kg, < Bpr — B0, which holds true for p; > pi. Similar result

holds true for 6;; — 65" >0, 651 — 851 >0, 62— 11 >0, 652 — 011 > 0, 652 — 652> 0
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iii.

1v.

<

V1.

Vii.

Viil.

IX.

e

Xl.

Xil.

Xiil.

X1v.

XV.

05t — 051 >0 = py + ¢ > p1, which holds true for p; < p?.

51’12 — (521 >0 = (kﬂpg(ﬁcm + (ﬁco + Cm)Cb)) < Dby (6260 + Cm) + pzkgcm, which

holds true for p; < p3. Similar result holds true for 653 — do; > 0

052 — 091 > 0 = (kgey) < p1f8, which holds true for p; < p}. Similar results

holds true for §5% — 651 > 0, 65 — g1 > 0.

051 — 011 >0 = kgpp,cp + p26 < p1(kgpy, + p2), which holds true for p; < pj.

O1a — 052 >0 = (Bco + cm)(kpBcocy — cmb) < B2copr(Bco + ¢m), which holds

true for p; > p$. Similar results holds true for d14 — 851 >0, 614 — 551 > 0

oy — 03 >0 = kgcocypy,) < Beopapr + pabflc,,, which hold true for p; > pl.

, which implies

, which implies p; < pi°.

&t =05t >0 = Bpy,p1 > cvkgpy, — o, which implies p; > pf.
2 - o
5192 . 5§1 >0 = 1 > CoPby (B Co + Cmg cbp?(ﬁco + Cm) D2UCh,
Pu, (6 Co + Cm) — P2Cm
P> pl.
k — 0
553 . 5?1 > 0 — n < Cp ﬂ(cmpln + Bcb) CpCo
B(BeoCh + Cmbe,)

01 =05 >0 = p1 < B%cop1 > kpBeocy + %0 — Ocyy,, which implies p; > pil.
65t =05t > 0 = B2copp,p1 > ksBcocypy, — Beohl — 0y pa, which implies p; > pi2.
652 — 053 > 0 = B0(Bcoch + pacm) + cvem(kgpa + 60 > Bempapr, which implies
< it

552 - 554 >0 = ﬁ(ecm + Bcocb) > kﬁcb(ecm + 5Cacb) + 60(p2cm + 50061,), which
implies p; > pi?.

6I2 - 554 2 O — Cb(kBBQC?)Cb + B2cocmpb1) - Cme(ecm + ﬁCoCb) Z ﬁpl (ﬁQCgcb +

5cocmpbl), which implies p; < pi®.
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xvi. 053 — 058 >0 = Bpap1 > kgpacy + B, which implies p; > piS.

Based on above comparisons we describe p] as follows:

k Cp + 69

pi:ﬂT; p?:(Pz-f-Cb);
pg . kﬁp2 (ecm + (/BCO + Cm)cb) ) p4 - kgcb.

Y pn (B2 + ¢m) + pakgcm | g

5 kspp,cp+ p2b 6 Bksgcocy — b
P =" p) == ,

B 52 ¢,

p7 _ kﬁplncocb - p2cm6. pg _ Cb(kﬁpbl — 0) )

' Bpaco ! Be, ’

o Py (B%Co+ Cm) — cop2(BCo + ) — pabcn, 10— cykg(Cmpy, + Bep) — cCol)

b= Db, (5260 + Cm) — P2Cm 7 b B(ﬁcocb + Cmpb1)
11 _ Beo(kgep + B8) — Oc P2 = (Cb(kﬁpbl - 9)) o ( Ocmp2 )
! ﬁ2co ’ ' ﬁpln B2Copb1 ’
13 BQ(ﬁCOCb + pQC'm) + Cbc'rn(k,ﬁpQ + 0) .
pl - )
chp2
. kgcy(0cy + Beocy) + BO(pacm + Beocy)
! ,B(QCm + Bcocb) ’
15 (Do Cm + kpcocy)  cmpa(Ocm + Beocy) 16 Co(kppa +0)
7= - = ;o= (A.12)
(plncm + 6Cocb) 5 Co(plncm + 6cocb> ﬁp2
This proves Theorem 2.3. O

A.8 Proposition 5

Proof. Proof of Proposition 2.5. On comparing and sequencing p{ obtained from The-
orem 2.3 we evaluate all possible optimal size regions for the beekeeper and define as

follows:

i. For p; <pl:
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6 3
0 Ty | Ty | Ty
f f f f T f T f f T f f
01 a1 65% 0w 6 o5 05t o o5t ot oF 43!
ii. For p] < p; < pi:
5 6 3
0 | Iy Ty | Ty
f f f T f f T f f T f f
o1 Oa 6% 05* o o6t 0t 6 a5t 6t op 63
iii. For p) < p; < pi%:
5 6 3
0 Ty | Ty | Ty
t t t ] t t ] t t ] t t
SRV S S O PO S O S S S A
iv. For p}? < p; < p:
3 6 3
0 Ty | Ty | Ty
f f f T f f f T f T f f
o 021 652 05 65t o5t O ot 652 ot 67 o5t
For % < p, < p°:
5 ! 3
0 Ty | Ty | xy
t t t T t t T t T t t t
o1 a1 657 03* ot a3t 0P &t 0 6t o1t o3
: F 8 < < 4.
V1. or pi < p1 < pi:
- . .
0 i Ty Ty
| ] . |
T T T I T I T T I T T T
o on 0RO & 0P S S P S 6 du
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vii. For p} < p; < pit:

1 4 3
0 | Ty | Ty | xy
t t ] t ] t t t ] t t t
s3 sl s3 s2 s4 sl s2 s4 sl
o 653 o5t 053 052 ot a5t 0w 652 831 631 dua
viii.  For pl® < p; < p?:
3 4 3
0 | L1 | 1 | Ty
t t ] t t ] t t ] t t t
s3 sl s4 s3 s2 sl 52 s4 sl
o 653 o5t o5t 053 052 o5t 0w 652 &5t 630 O
ix. For p} < p; < pit:
3 ! 3
0 L1 | L1 | Ty
t t ]

o 633 a5t ost 6 052 ot 652 O a5t 051 du

x. Forpll <py < pi

A ” .
0 | Iy | Ty
f f T f f f f f

053 ou a5t ot o3t 657 ot 62 &5 dm 03t Ou

xi. For p} < p; < pil:

~

0 ] 7! T
t t t ! t |

TS O SR i

)

—

astooa52 o5t 05t 01 O

xii. For p} < p; < pl*:
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~

i D) 3
0 Ty | U] | Ty
f T f T f f T f f f f f
s3 sl s4 sl s3 s2 sl s2 s4
653 a5t o5t o5t 65 052 o5t 652 o 05t 01 dua
xiii. For pi3 < p; < pit:
3 5 73
Ty Ty

653 65t 052 03t on

From above comparisons, we observe and define unique optimal solutions as follows:

e For p; < pb:

5 6 3
0 | Ty | Ty | 1
83 s4 s4
05 45 01
e For pf <p; <pi:
5 4 3
0 | Iy | Ty | Ty
s3 s3 s2
05 01 01
4 1.
For p7 < p1 < py:
3 » 3
0 | Iy | Ty | Ty
sl s2 s2
03 03 0



This proves Proposition 2.5. O

A.9 Proposition 6

Proof. Proof of Proposition 2.6. Using z%(x,,) from Proposition 2.1, and substituting

in beekeeper’s period 1 problem.

m <xm T (T); I1> = p1(T1 — T Con(T0)? — Co(T1 — T)? — Cy11
. (A.13)

+0 [E + Dn, (lem) + /prlx"”/:|

We write (A.13) as: 1. (2m) = f(2n) + 08Py, T Therefore P} in Section 2.8 can be

written as:

E(u(zn)) =

maXy,,, >0

coefficient. Using E(exp(tz) = tu + %, when z ~ N (i, 02), also E(u(z)) = u(z,),

E( — exp(—r((f(zm) + 5pr]xm)))], where 1 is a risk aversion

where z, is certainty equivalent. Beekeeper’s first period problem under risk averse

producer is

252,02 2
r050°Pp Ty

mazg,, >0 2

We observe that the risk averse beekeeper’s objective function is concave in x,,, and
the optimization problem max,, >¢ is a convex program. The KKT first order condi-

tion (FOC) is necessary and sufficient to demonstrate optimality. The KKT FOC is
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2cox1 + 0k, pp, — D1
2(co +cm) +rog 0%y,
fies the FOC condition. The constraint z,, > 0 implies that x] as described in 2.6 is

satis-

described as Onl,. () 0z, = 0, suggesting that 27, =

indeed optimal. O

A.10 Additional Notes

A.10.1 Proposition 2

The optimal capacity building and honey production strategy for the beekeeper can be

summarized as follows:

i. For 6 < 4q1:

(a) For z; < x4, it is optimal to neither migrate in the first period, nor sell bee

boxes in the beginning of the second period.

(b) For z14 < x; < 13, it is optimal for the beekeeper to not to migrate in the
first period but sell bee boxes partially, given by z*(x, = 0), in the beginning

of the second period.

(¢) For x13 < a1, it is optimal for the beekeeper to migrate z,, boxes in the
first period and also sell bee boxes partially in the beginning of the second

period, given by z%(x}, = Tpn).

ii. For 017 <9 < dor:
(a) For 1 < o3, it is optimal to neither migrate in the first period nor sell
boxes in the beginning of the second period.

(b) For xe3 < 27 < 11, it is optimal for the beekeeper to migrate z,, boxes in

the first period, but not to sell boxes in the beginning of the second period.
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(¢) For z1; < a1, it is optimal for the beekeeper to migrate Z,, boxes in the first
period and sell bee boxes partially in the beginning of the second period,

given by z*(x¥ = ).

ili. For oy < 0 < Oy
(a) For x; < x99, it is optimal to migrate all the bee boxes that is z, in the first
period, but not to sell boxes in the beginning of the second period.

(b) For xey < 7 < 71, it is optimal for the beekeeper to migrate z,, boxes in

the first period, but not to sell boxes in the beginning of the second period.

(c¢) For ;3 < xp, it is optimal for the beekeeper to migrate ,, in the first

period and sell z*(z* = Z,,) boxes in the beginning of the second period.

1
iv. For 614 < 6 < min (1,—):
ks

(a) For x; < x5, it is optimal to migrate all the bee boxes, that is x;, in the

first period, but not to sell boxes in the beginning of the second period.

(b) For 15 < a7 < 9, it is optimal for the beekeeper to migrate all the boxes
that is z1, in the first period and sell z%(x}, = x1) boxes in the beginning of

the second period.

(¢) For w12 < xy, it is optimal for the beekeeper to migrate Z,, in the first period

and sell z*(z¥ = Z,,) boxes in the beginning of the second period.

A.10.2 Proposition 4

i. For 6 < d}y:
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(a) For z; < zf,, it is optimal to neither migrate in the first period, nor sell bee

boxes in the beginning of the second period.

(b) For %, < x; < a5, it is optimal for the beekeeper to not to migrate in
the first period but sell bee boxes partially, given by x%(z}, = 0, 5,4), in the

beginning of the second period.

(¢c) For a¥; <y, it is optimal for the beekeeper to migrate ,," boxes in the
first period and also sell bee boxes partially in the beginning of the second

period, given by a*(zf, = T, Bin)-

11 u u .
ii. Fordfy, <0 < 4%;:

(a) For z; < ¥, it is optimal to neither migrate in the first period nor sell

boxes in the beginning of the second period.

—

(b) For x4, < x; < x4, it is optimal for the beekeeper to migrate z" boxes in

the first period, but not to sell boxes in the beginning of the second period.

(c) For a4 < x < x¥, it is optimal for the beekeeper to migrate x,," boxes
in the first period and sell bee boxes partially in the beginning of the second

period, given by a*(xX, = Tn", Bin)-

(d) For o}, < a1, it is optimal for the beekeeper to migrate z,," in the first

period and sell 2% (%, = Z,,", B1.1) boxes in the beginning of the second period.

iii. For 6§, < 0 < 4%,

(a) For x; < z¥%,, it is optimal to migrate all the bee boxes that is z, in the first

period, but not to sell boxes in the beginning of the second period.
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(b)

()

()

—

For 2, <z, < ¥, it is optimal for the beekeeper to migrate 2% boxes in

the first period, but not to sell boxes in the beginning of the second period.

For 24 < x; < z¥, it is optimal for the beekeeper to migrate x,," boxes
in the first period and sell bee boxes partially in the beginning of the second
period, given by 3 (v}, = Zn", Bin)-

For 2%, <y, it is optimal for the beekeeper to migrate z,," in the first

period and sell 2% (¥, = ,,", B1.1) boxes in the beginning of the second period.

iv. For 64y < 6 < dfy:

(a)

(b)

v. For ¢}y < 0 < mun (1,—):

(a)

For z; < x4, it is optimal to migrate all the bee boxes, that is 1, in the

first period, but not to sell boxes in the beginning of the second period.

For zt; < 1 < s, it is optimal for the beekeeper to migrate all the boxes
that is xy, in the first period and sell z*(x, = x1, f4) boxes in the beginning

of the second period.

For z%, < x; < x%, it is optimal for the beckeeper to migrate z,," boxes
in the first period and sell bee boxes partially in the beginning of the second
period, given by z*(z}, = T,.", Bin)-

For z¥%, < xy, it is optimal for the beekeeper to migrate r,," in the first

period and sell z%(z¥, = Z,,", B.1) boxes in the beginning of the second period.

1
E(kp)

For z; < x4, it is optimal to migrate all the bee boxes, that is x;, in the

first period, but not to sell boxes in the beginning of the second period.
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(b) For z, <y < zf;, it is optimal for the beekeeper to migrate all the boxes
that is z1, in the first period and sell z%(x, = x1, £ 4) boxes in the beginning

of the second period.

(c) For 2y, < a1 < %, it is optimal for the beekeeper to migrate z,," boxes
in the first period and sell bee boxes partially in the beginning of the second

period, given by x*(zX, = T,", Bin).

(d) For z% < zy, it is optimal for the beekeeper to migrate Z,," in the first

period and sell z%(x}, = Z,,, Bi.1) boxes in the beginning of the second period.
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Appendix B

Proofs of Study 2

Proof. Proof of Proposition 3.1. Consider the objective function 7. (qs,q, ) from

(3.11) for given g € (0,1). We obtain

o (qn, i, B) /0qn, = =Bk {20q, — vy, - [L+In (1 + k)] [14+ 60 (1 = B) q]}
e (qn, @i, B) [0q = — (1 — B) k{2aq, — [B00v, [1 + In (1 + k)] - qn + w1}
6%3 (an: @15 B) /8qi = —2aBk; and 3773 (an, @1, B) /aQZQ =—2a(1-0)k

o2 (qns a1, B) /0qnqy = 06vpB (1 — B) k- [L + In (1 + k)]

The determinant of the Hessian matrix for 7. (qn,q,03) is equal to
B(1—p)k*H5C (3), where H5® (3) is as defined in (3.14). It may be observed that
H*ﬁ90 (B) attains minimum at § = 1/2. Clearly, by the assumption a« > «a =
0ov, - [L+1In(1+ k)] /4, HE® (B) > 0 for B € [0,1], and the determinant is positive

definite. The first order conditions are necessary and sufficient to obtain optimal gy
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and ¢, i.e.,

G (@) = v - [L+1In (L+ k)] [1+60 (1 - 5) ) )20 (B.1)

% (qn) = [1 +In (1 + k)] [B90vs - qn + v] /2cx (B.2)

Now, solving ¢;** (¢;) and ¢’%* (gs) simultaneously, we obtain ¢;%* and ¢”°* as de-
scribed in (3.12) and (3.13). It is direct to note that ¢ ¢°% > 0. O

Proof. Proof of Lemma 3.1. By substituting ¢;% (8) and ¢ (3) as described in Propo-
sition 3.1 into 7. (gn, qi, 5) defined in (3.11), we obtain the firm’s objective function in 3
that is denoted by 7. (¢;°* (8) , ¢/ (8) , 8). For notational simplicity, we also define the
firm’s revenue function as R (¢ (8), ¢ (8),8) = (0v)g;™ (8) — ag;" (5)2) Bk +

(vPg?™ (B) — ag?™ (8) ) (1 — B) k. We obtain

OR (4, (8) 47 (), B8) /08 = [ (0vhai™ (8) — 0™ (B)") k

+ (600;"" (8) /OB — 204, (8) 047" (8) /08) Bk]

+ [ (0 a™ (8) = ag?™ (8)°) k + (v 0g7* (8) /05 — 2047 (B) 9™ (8) /98) (1

82R(q;?0*(5) qISO*( )’5) /852 (5Uhaq5‘0*( )/86_2aq50*(6) SO*( )/85)
(R0 (9) /007 — 20 04 (9 195)" ~ 2005 (5) P2 () /057 5]

+|: ( 8(]80*( )/86 20((]50* (5) SO*( )/06)

- (F0P (9) /05 — 20 (00 (9) /05" — 2™ (6) 4™ (3) /05°) (1 )]

where, dg;% () /03 and dg™ (8) /OB are as described in (B.8) and (B.9), respec-
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tively. Similarly, we obtain

O’ (B) Jop? = 925%2-[1+1n(1+k)}3{ 0°6%v2u, (1 — B) -

(14 Cln (1 + k)] — 20{0?6%02 1 =38 (1 — B)] - [1 + In (1 + k)]

—20{0u (2 —38) - [L+In (1 + k)] + 2a}}}/ (HS(8))" (B.3)
P (B) 10B8% = 20%6%E - [1+In (1 + k)] {035%53 4+ in(1+k)]
+ 20{0%0%iv [1 =38 (1 = B)] - [1 +In (1 + k)]
+2a{05%7 (1-39)-[1+ tn 1+ ) — 200} } ) (1 9)°
(B.4)

It may be noted that

e (G (3) @ (9).8) _ OR (@™ (). 4™ (9).9)

— 2cBk? (B.5)

op - B
e (6% (B) .4 (8), B) 82R( 2 (B8), 47 (8), B) 5
R e — 2ck (B.6)

Since qj (3), j = I, h, is independent of ¢, 0°R R (g (8).¢" (B),B) /0B? is also in-
dependent of ¢. By defining ¢ = max {0*R (¢, (8) , ¢ (8), B) /058%/2k*|3 € [0,1]},

we note that 9%m. (¢;% (8), ¢ (8),3) /0B* < 0 for ¢ > c. Likewise, the firm’s objec-
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tive function is strictly concave in f3.

vy (By) /0B = v - [1+1In(1+ k)] -0 [(1 — ) aqSO* (Be) /0B — C]zso* (ﬁtﬂ (B.7)

@™ (By) /0B = 06vy, - [L+In (1 + k)] {92620,21@1 (1—B)" [L+1In(1

R + 20 {06202 (1 — 23,) - [1+ln(1+k)]—2avz}}/(H5°<5t>)2
(B.8)

@ (B) /0B = 00202 - [1 +In (1 + k)]? {925%2 2

(14 Cn(1+k)]” =20 {0u, (1 —28,) - [L +In (1 + k)] + 20} }/ (H3° (ﬁt))2

(B.9)

O

Proof. Proof of Proposition 3.3. From Lemma 3.1, the optimal S that maximizes
e (q;fo* (8), 47 (B) ,,6), denoted by f;, can be obtained using the first order condi-
tion, i.e., O, (¢7° (B), 4™ (B.), B:) /OB = 0 obtained using (B.5) that is described in
(3.17). By the strict concavity of the objective function, the solution is unique. Clearly,
the solution f; is optimal for the unconstrained problem obtained by ignoring the feasi-
bility condition 5 € (0,1). The feasibility of the solution obtained from the first order
condition is ensured by defining the optimal solution as 3%%* = max {e, min {3;,1 — €}},

lim e = 0, for the firm’s problem as defined in (3.11). O

Proof. Proof of Proposition 3.4. By the strict concavity of the objective function
as described in Lemma 3.1, it may be noted that 8 = ¢, lime = 0, when
37%( S04 (By), 7% (By) 7@) /0B < 0 for By = 0. Thereby, by substituting g, = 0
(in the limit) into the condition dm, (g% (B:), ¢’ (B:),B:) /0B < 0 using (B.5), we
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obtain

{[1+ln(1+k)]2k

1603 } { {20[’0[ + 6U;L . [2& + 97}1 . [1 +In (1 + k’)]]} .

{—2av; + vy, - [2a + Ov, - [l-l-ln(l—l—k)]}}} <0 (B.10)

Clearly, the condition is satisfied for § < §°°, where §°° is as described in (3.18). It

is immediate to note that §°° > 0. O

Proof. Proof of Proposition 3.5. The proof parallels that for Proposition 3.4. By the
strict concavity of the objective function as described in Lemma 3.1, it may be noted
that 8% =1 — ¢, lime = 0, when Or. (q;?o* (Be), @ (Br) ,5t) /0B >0 for B, = 1. By
substituting 8; = 1 into the condition dm. (¢ (8;), 4" (B;), B:) /OB > 0 using (B.5),

we obtain

14+in1+E))k
1603

} { — 4%} + 6%0? {4a - {a — Ouy-

L+in(1+k)]} —0%%7 - [1+in(1+k) }} —ck* >0 (B.11)

Now, let us define 3;90 as the non-negative root of the L.H.S. of (B.11). We obtain
52 = /2aBa /vy, - [L+ In (1 + k).

When o« > @, it may be noted that « > 6v; - [L+In(1+k)]. Now, we
can show that A, > 0 as {a—0uy - [1+In(1+k)]} — ala—a) = 92{1)12 :
14+in(1+k)]) + S8ack[L+(1—p)k]/(1+F) } > 0. Clearly, when a < @,

or (QEO* (/Bt) ) qlSO* (/Bt) ,5t) /85 <0 for gy = 1.
Considering 0 € [0, 1], we can define 5™ as described in (3.21); the rest of the proof

is straightforward. O
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Proof. Proof of Corollary 3.1. From (3.18), we obtain

|50 _ 2a (v, — vy) + Ovpuy - [1+In (1 + k)]
B v {20+ Ou - [1+In(1+ k)]}

By the assumption v, > v;-, we obtain 1 — §°° > 0. Clearly, §°° > 0.
. . . . —S
Consider a > @. In this case, it is sufficient to show that o 0 > §%°. Furthermore,

- _ g0\ 2
recall that 6%, 5°" are both increasing in a. Also, §°°, 5" > 0. Define A2 = ((5SO> —

(§50)2, we obtain

2a {a {3042 —50%0v7 - [L+1In(1+ k:)]2} + {a3 — 0%} - 14+In(1+ k)]3}}

6202 - [1+In (1 +k)]” {2a + Ovy - [1 + In (1 + k)]}

A2 {16a4 oMt L+ In(1+ k)]4}
da 0202 - [1+In(1+ k) {20 +0v - [1+In(1+K)]}°
8abu; - 1+ In (1 + k)] {2a2 0202 [1+In(1+ k;)f}
0202 - [1 4 In (14 k)]* - {200+ 0oy - [1 4 In (1 + K)]}°

From (3.19), it may be noted that that @ > 0v; - exp{—q.}-[1 + (In (1 + k)] > 0. Note
that 9A%/0a > 0 implies that A% is increasing in . Thereby, to show that 570 > §%0
for « > @, it is sufficient to show that 550 > QSO for « = @. It is direct to note from
A% as described above that A2 (@) > 0. Hence, for @ > @, we obtain 570 > 6%,

From the above and using Propositions 3.4 and 3.5, the remainder of the proof

directly follows. U

Proof. Proof of Lemma 3.2. Given § € (0,1) and the firm’s optimal product qual-

ity levels as described in Proposition 3.6, the monotonicity property for the optimal
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solution under asymmetric information is given as follows:

Buy, - {20 — 6* {2a+ 0v; - [L +In(1+ k)]} }

— {200, — 0*vp - {2a 4+ 0v; - L+ In (14 k)]} } >0 (B.12)

Define d,, = \/2a/ {2a+0v; - [1+In(1+k)]}. For 6 < (>)4

0., the coefficient of

B, vp-{20—02{2a + v, - [1 + In(1+k)]} } < (>)0. Similarly, for § < (>)4,, we note
that {Qavl — 8%up - {20+ vy - [1 +In (1 4+ k)]} } < (>)0. By the assumption v, > v,
we obtain §, < 9,;.

Consider § < §,. Clearly, the monotonicity condition (B.12) does not satisfy for
B e (0,1).

Consider 6[d,,d,.,). The LHS of (B.12) is decreasing in 5. Clearly, the mono-
tonicity condition satisfies for f = 0. Also, for § = 1, the LHS of (B.12) is equal to
2a (v, — vy) > 0. It is immediate that the condition satisfies for g € (0, 1).

Consider 6 > §,. The LHS of (B.12) is increasing in § and the monotonicity
condition satisfies for 5 € (0,1).

The rest of the proof is straightforward. O
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Proof. Proof of Proposition 3.7.

Ovp (By) /0B = un - [L+1n (1 + k)] - [(1 = B) g7 (B, ¢) /0B — ¢ (B, 6)]  (B.13)
5 (B, @) /OB = v - [L+In (1 + k)] 0¢5™ (B, ) /OB (B.14)
(B, 0) = dvp - [L+In(L+ k)] - {[L+0(1 = B8) " (Bi, )] Dai.* (B 0) /OB
+0 (1= B) a5 (B, 8) 047" (81, 6) /08 — 007 (B, &) 4™ (Br, 0) }

—{vh [ +0(1—B) ¢ (B, ¢ ]—vl} [1+in (14 )] og" (B, ¢) /0B
— {on - [0.(1 = B) 0g”™ (Br, 6) /0B — 6™ (B, )] } [1+In (1 + k)] ™™ (Br, &)

(B.15)
¢?v (By) /OB = B0uy, - [1 + In (1 + k)] {025%2 I 4+in (14 k)]
[vn - B7 (0 = 1) + v (L+ 98¢ = 26))] +2a{2a [ (1 - ¢)
+our] + 06%v; (1 —26,) - [L+In (1 + k)] } }/ (HS' (8,9)) (B.16)

@ (B, 0) /0B = 00vy, - [1 + In (1 + k)] {925%,3 2,

[1+1In(1+ lf)]2 —2a{0u; (1 —=26;) - [1 +In(1+ k)] + 2a} }/ (Hg1 (ﬁ,qﬁ))Q

(B.17)

O

Proof. Proof of Proposition 3.8. From Lemma 3.2, the proof parallels that for Propo-

sition 3.4, and hence, omitted. O
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Appendix C

Proofs of Study 3

Proof. Proof of Proposition 4.1

From (4.4), it is noted that the firm’s objective function is jointly concave in z; and
¢i, and the optimization problem max,, , is a convex program. The KKT first order
condition (FOC) is necessary and sufficient to demonstrate optimality of a solution.

The condition for the hessian matrix to be negative semi-definite give (4c — p?) > 0.

The KKT FOC is described as Ony, /0x;, Oy, /0g; = 0, suggesting that x; = %
c— p2)s;

2 s — (4 — p?)s;
and ¢; = (2e + p)ys = (e = p)s satisfies the FOC condition. The constraint ¢; >

(1= 12)
0, s;z; > 5, q; < y; implies that T; and ¢; as described within the bounds in (4.6) is

indeed optimal. O

Proof. Proof of Corollary 4.1
Results obtained in Corollary 4.1 is from the direct comparisons of the results

obtained in Proposition 4.1 with the constrains as described in (4.4).
1+ 4p?)vs
(A+4u)ys o O

Also, it is noted that 9z; /O = o= 2)s; =

Proof. Proof of Theorem 4.1

We define consumer surplus as quAi pi (8,24, ;) dg; — pi(8, T3, G;) * @i, which gives the
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consumer surplus as defined in (4.9). Also, firm’s profit, 7y, at Z; and g, gives the

profit as defined in (4.10). O

Proof. Proof of Proposition 4.2
From (4.5), it is noted that the government’s objective function is convex in 5 and
the optimization problem ming is a convex program. The KKT first order condition

(FOC) is necessary and sufficient to demonstrate optimality of a solution. The KKT
ks(Osnyn + (1 — 0)siy1)

1y (Oyn + (1 = 0)yr)
the FOC condition. The constraint s, < § < s, implies that 5 is indeed the optimal

FOC is described as 0Cj,/0s = 0,suggesting that 5= satisfies

solution.
On comparing s with the lower and upper bound, s7, < 5 < s3,, we get upper and
lower bounds on the government policy defined in p, that is defined in the Proposition

4.2. O

Proof. Proof of Theorem 4.2

From (4.18), similar to the proof of Proposition 4.1, it is noted that the firm’s
objective function is jointly concave in z; and ¢;, and the optimization problem max,, 4,
is a convex program. The KKT first order condition (FOC) is necessary and sufficient
to demonstrate optimality of a solution. The condition for the hessian matrix to be
negative semi-definite give (4c¢(1 — 8) — (u + 8)?) > 0. The KKT FOC is described
as O ye /Ox;, Ompe [0q; = 0, suggesting that qu and xff satisfies the FOC condition. The
constraint ¢; > 0, s;x; > 5, ¢; < y; implies that ff and qu as described within the

bounds in (4.20) is indeed optimal. O
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